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Abstract

The objective of this work is to find the melodic line
in MIDI files. Usually, the melodic line is stored in a
single track, while the other tracks contain the accom-
paniment. The detection of the track that contains the
melodic line can be very useful for a number of ap-
plications, such as melody matching when searching
in MIDI databases. The system was developed using
WEKA. First, a set of descriptors from each track of
the target melody is extracted. These descriptors are the
input to a random forest classifier that assigns a proba-
bility of being a melodic line to each track. The tracks
with a probability under a given threhold are filtered out,
and the one with the highest probability is selected as
the melodic line of that melody. Promising results were
obtained testing different MIDI databases.

Introduction

The goal of this work is to find the melodic line track in a
MIDI1 file. The standard MIDI file format is a represen-
tation of music designed for replay through electronic in-
struments (Uitdenbogerd & Zobel 1999). The melodic line
(also called melody voice) is the leading part in a compo-
sition with accompaniment. A MIDI file is structured into
tracks. Usually, each track contains the notes played by a
single instrument, and the melodic line is often stored in a
single track.

The detection of the melodic line can be useful, for exam-
ple, to help algorithms that detect similarities between two
songs (melody matching (Uitdenbogerd & Zobel 1999)) or
those that search songs in a MIDI database by humming the
voice melody (Ghias et al. 1995).

The literature about this topic is quite poor. Several pa-
pers aim to extract the melodic line from audio files (Beren-
zweig & Ellis 2001)(Eggink & Brown 2004). Ghias et
al. (Ghias et al. 1995) built a system to process MIDI files
extracting something similar to the melodic line using sim-
ple heuristics not described in their paper and ignoring the
MIDI percussion channel. Some authors (Marsden 1992)
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split polyphonic2 songs into parts, usually detecting patterns
as repetitions (Cambouropoulos 1998)(Lartillot 2003)(Meu-
dic 2003).

In (Uitdenbogerd & Zobel 1998), four algorithms were
developed to detect the melodic line in polyphonic MIDI
files, assuming that the melodic line is monophonic. These
algorithms were applied in a latter work for melody match-
ing (Uitdenbogerd & Zobel 1999). No track information
(except ignoring the percussion events) was taken into ac-
count.

The goal of our work is not to extract a monophonic line
from a polyphonic score, but to detect which one of the
MIDI tracks corresponds to the main melody, due to the
melodic line of a song is often stored in a single track, spe-
cially in popular music.

The concept of a melody voice and accompaniment must
be defined prior to be able to select the melodic track from a
MIDI file. There are some features in a melodic track that,
at first sight, seem to be definitive to identify it, like hav-
ing high pitches or being monophonic3. Unfortunately, it is
common to find a melodic line that has not the highest aver-
age pitch of the song, or that contains some chords.

To overcome these problems, a classifier that learns what
is a melodic track and what is not was utilized. The
WEKA (Ian H. Witten 1999) toolkit was chosen to build
the system, and it was extended to read the track descriptors
proposed in section directly from MIDI files.

The training set consists of all the tracks of the tested
songs. Each track is represented by an instance, and the
attributes of each instance are described in . Several ex-
periments were performed to choose a classifier among the
ones implemented in WEKA. The random forest classi-
fier (Breiman 2001) using 10 trees in each forest and consid-
ering 5 atributes yielded the best results, so the experiments
described in section were done using this classifier.

Therefore, a set of descriptors is extracted from each track
of a target melody, and these descriptors are the input to
a classifier that assigns a melodic line probability for each
track. The tracks with a probability under a given threhold

2In a polyphonic song there can be several notes sounding si-
multaneously.

3In a monophonic track there can be only one note sounding
simultaneously



are filtered out, and the one with the highest probability is
selected as the melodic line of that melody.

Methodology
MIDI Track characterization
The content of a track is characterized by a vector of statisti-
cal descriptors based on descriptive statistics that summarize
track content information. This kind of statistical descrip-
tion of musical content is sometimes referred to as shallow
structure description (Pickens 2001). A set of 12 descriptors
has been defined, based on several categories of features that
assess melodic and rhythmic properties of a music sequence,
as well as track properties. These descriptors showed evi-
dence of statistical significance when comparing their distri-
bution for melody and not-melody tracks. Other considered
descriptors did not show significant difference when com-
paring their per-class distribution, so they have not been used
in the experiments described.

For training and testing purposes, each track is labelled as
being a melody track or not. A list of the descripors used in
this work is shown below.

• Track descriptors

– Normalized track length
– Polyphony rate
– Occupation rate

• Pitch descriptors

– Highest normalized pitch
– Lowest normalized pitch
– Average normalized pitch

• Note duration descriptors

– Highest normalized duration
– Lowest normalized duration

• Interval4 descriptors

– Highest normalized absolute interval
– Lowest normalized absolute interval
– Average normalized absolute interval
– Normalized number of distinct intervals

Track duration and note duration descriptors are com-
puted as the ratio between the duration value in ticks and
the MIDI file resolution. This way, durations are ex-
pressed as a number of beats to make them independent from
the midifile resolution. Pitch, note duration, interval and
track length descriptors are normalized using the formula
(value − min)/(max− min), where value is the descrip-
tor to be normalized, and min and max are respectively the
minimum and maximum value for this descriptor for all the
tracks of the target midifile. For pitch descriptors, the max-
imum value is fixed at 127 (the highest possible pitch value
in any MIDI file), and the minimum is set to 0 (the lowest
possible pitch value).

4Distance in pitch between two consecutives notes

In order to characterize the degree of polyphony in a track,
the polyphony rate is defined as the ratio between the num-
ber of ticks in the track where two or more notes are active,
and the track duration in ticks. The occupation rate descrip-
tor accounts for the percentage of the track length that is
occupied by notes, and is defined as the ratio between the
number of ticks where at least one note is active and the
track length in ticks.

Pitch descriptors are the highest, lowest and average nor-
malized pitch in the track. Note duration properties are de-
scribed by the highest and lowest normalized note durations
found in a track. The interval descriptors summarize in-
formation about the difference in pitch between consecutive
notes. Pitch interval values are either positive or zero, when
the first pitch is lower or equal to the second pitch, or nega-
tive, when the first pitch is higher than the second one. How-
ever, pitch interval information is collected as absolute val-
ues, and it is summarized as the highest, lowest and average
normalized values. Finally, the number of distinct absolute
interval values is counted and normalized among tracks.

To summarize, information about track content and pitch
distribution, note duration distribution, and absolute interval
distribution in a track is provided to describe the content of a
MIDI track as a vector of real numbers, normalized between
0 and 1. This is the representation used to train the random
forests classifier, as described in the next section.

The random forest classifier
Random forests are a combination of tree predictors that
use a random selection of features to split each node. This
classifier yields error rates that compare favorably to tech-
niques like Adaboost, but are more robust with respect to
noise. The forest consists of K trees. Each tree is built
using CART (Duda, Hart, & Stork 2000) methodology to
maximum size and do not prune. The number F of ran-
domly selected features to split on at each node is fixed for
all trees. After growing the trees, new samples are classified
by each tree and their results are combined, giving as a result
a membership probability for each class. In our case, this is
simply the probability of being a melodic line track. In the
experiments presented in section , K = 10 trees are used,
and F = 5 features are randomly selected to split each tree
node.

Track selection
Once a model discriminates between melodic tracks and
non-melodic tracks, the problem is to select a track as the
melodic line of the song. There are MIDI files that con-
tain more than one track suitable to be classified as melodic
line. The same way, as usually happens in classical music,
some songs do not have a well-defined melodic line, like in
some piano sequencies. The algorithms proposed in (Uit-
denbogerd & Zobel 1998) seem more suitable to deal with
that cases.

In this work, only one track is selected as the melodic line.
The goal is that this track will really be a melodic line, even
if there is more than one possible melodic track in the MIDI
file. Therefore, given a melody, all its tracks are classified
and their probability p of being a melodic line is stored.



Track p
1 0.4
2 0.8
3 0.7

Table 1: Melodic line probability for a sample song. Each
row corresponds to a track.

For example, suppose a song has three tracks, and the re-
sults of classifying them are those given in table 1. In this
sample, the track 2 will be selected as the melodic track. If
there are no tracks in a MIDI file with a probability p greater
than 0.75, no track is chosen and an error is reported.

Experiments
Test corpora
Six corpora (see table 2) were created due to the lack of ex-
isting databases for this task. There are a lot of MIDI files
available on internet, but it is difficult to find melodies la-
belled with their melodic line. Two corpora with jazz files,
another two with classical music pieces where there is a
clear melodic line, and two more for sung popular music
in karaoke (.kar) format were utilized for the experiments.

These files were downloaded from various internet
sources. From thousands of available files, only those
with some track whose name in lowercase is in the set
{melody, melodie, melodia, vocal, chant, voice, lead, lead
vocal, canto} were selected. These tracks were labelled
as melodic lines. Remaining tracks were labelled as non-
melodic tracks. The MIDI percussion tracks (channel 10)
were removed for the experiments.

Corpus name Style Number of files
CLAS200 Classical 200

RB200 Jazz 200
KAR200 Popular 200
CLAS Classical 51
AMNZ Jazz 998
KAR Popular 1360

Table 2: Corpora

Results
Different experiments were carried out. Some WEKA clas-
sifiers were tested, and the random forests yielded the best
results. First, the capability of the random forests to clas-
sify between melodic and non melodic tracks was measured.
Then, the system was tested with different train/test corpora
to evaluate the accuracy of the system.

Instance classification Given a set of instances (tracks),
this experiment outputs the percentage of correctly classi-
fied instances. A ten-folded cross-validation experiments
were performed to estimate the accuracy of the method. The
results for the CLAS200, RB200 and KAR200 corpora are
shown in table 3.

Corpus Correctly Classified Instances percentage
CLAS200 99.5

RB200 97.9
KAR200 94.6

Table 3: Instance classification results

Corpus Correcty selected tracks percentage
CLAS200 99

RB200 99.5
KAR200 87.5

Table 4: Melody track selection, leave-one-out results

Melodic track selection Three different kind of experi-
ments were performed. The first one uses the leave-one-out
scheme for each one of the 200 files corpora. The second
one evaluates the system robustness across different corpora.
Finally, a cross-validation experiment (4-folds) was done to
test the overall accuracy.

Leave-one-out experiments were also performed, and re-
sults are shown in table 4.

Another experiment was performed crossing the different
musical styles corpora. This was done training with two
styles and classifying the left one. The results are described
in table 5.

Training corpora Test corpus % Success
CLAS200+RB200 KAR200 58.5

CLAS200+KAR200 RB200 81.5
KAR200+RB200 CLAS200 96

Table 5: Melody track selection across styles

The results in table 5 show that when the random forest
was trained with the classical and jazz corpora, the popu-
lar music was not successfully classified. To overcome this
problem, a new training set was built with the three 200 files
corpora, using it to test the another different corpora. The
results are detailed in table 6. When the training set con-
tains the three styles the results are improved over the ones
obtained when training with only two styles.

Finally, the same three corpora were merged into a 600
songs set to perform a cross-validation experiment. The en-
tire set was divided into four subsets of songs. The exper-
iments shown in table 7 were done using three subsets for
training and the left one for test. The average success rate
was 0.93.

Conclussions and future work
The goal of this work is to find the melodic line track in
a MIDI file. The WEKA toolkit was chosen to develop the
system. A set of descriptors was extracted from each track of
a target melody. These descriptors are the input to a random
forest classifier that determines whether a track is a melodic
line or not. The tracks classified as melodic lines are then



Training corpora Test corpus % Success
CLAS200+RB200+KAR200 KAR 87
CLAS200+RB200+KAR200 AMNZ 97
CLAS200+RB200+KAR200 CLAS 92

Table 6: Melody track selection training with all styles

Success rate
Fold 1/4 0.92
Fold 2/4 0.93
Fold 3/4 0.94
Fold 4/4 0.93
Average 0.93

Table 7: 4-fold cross-validation results.

selected, and the one with the highest probability is finally
labelled as the melodic line of that song.

The experiments yielded promising results using different
databases. Unfortunately, the results could not be compared
with other systems because of the lack of similar works.

This system could be used to convert a MIDI files
database into a melodic lines database. The queries over
the obtained database should be easier on a content based
search over the melodic line, like those made by humming
the main melody.

The experiments show that enough training data of each
style is needed in order to successfully detect the melodic
track in each style. The melodic line is hard to detect in
symphonic music, where there is not a standalone track that
corresponds to the melodic line. Instead, the melodic track
changes as the song develops, because the main voice in-
strument changes from section to section. To overcome this
problem, we plan to segment the whole song and locate the
melodic track in each segment.

A melodic line is usually a monophonic sequence of
notes. However, some melodies encoded as MIDI file tracks
have some degree of overlapping between consecutive notes.
This is often the case with real-time sequenced tracks, where
melodies are recorded as they are played by a musician. A
preprocessing of these tracks could be done to avoid this
note overlapping, detecting the tracks that have this prob-
lem and making them monophonic. This would probably
increase the accuracy of the system.
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